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Abstract %D

We describe the design of the network design frame (NDF), a self-timed routing chip for a
message-passing concurrent computer. The NDF uses a partitioned data path, low-voltage
output drivers, and a distributed token-passing arbiter to provide a bandwidth of
450Mbits/sec into the network. Wormhole routing and bidirectional virtual channels are
used to provide low latency communications, less than 2us latency to deliver a 216bit
message across the diameter of a 1K node machine. To support concurrent software
systems, the NDF provides two logical networks, one for user messages and one for system
messages, that share the same set of physical wires. To facilitate the development of
network nodes, the NDF is a design frame. The NDF circuitry is integrated into the pad
frame of a chip leaving the center of the chip uncommitted.
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Abstract

We describe the design of the network design frame, (NDF), a seif-timed
routiag chip for 3 message-passing concurrent computer. The NDF uses 2
partitioned data parh, low-voltage output drivers, and o distribuced tohen-
pasming arbiter to provide a bandwidth of 450Mbits/sec into the network.
Wormhole touting and bidirectional virtual chaonels are used to provide low
latency commumcations, less than 24¢ latency to deliver a 216bit message
across the diameter of a 1K node machine. To support concurreant software
systems. the NDF provides two logical networks, one for user mess. ges and one
for system messages. that share the same set of physical wires. To (acilitate
the development of network nodes, the NDF is a design frame. The NDF
citcuitry is integrated iato the pad frame of a chip leaving the ceater of the
chip uncommitted.

1 Introduction

The critical component of a concurrent computer is its communication
network. Many algorithma are communication rather than processing
limited. Fine-grain concurrent programs execute as few as 10 instruc-
tions in response to a message {4]. To efficiently execute such programs
the communication network must have a latency no greater than about
10 instruction times, and a throughput sufficient to permit a large frac-
nion of the nodes to transmit simultaneously. Low-latency communica-
tion is also critical to support code sharing and garbage collection across
nodu.'--

This paper describes the design of a self-timed communication con-
troiler. the network design frame (NDF). The NDF performs routing
and flow-control to perform end-to-end delivery of messages between
any two nodes in a k-ary n-cube network {20]. The NDF provides a
450Mbits/sec bandwidth into the network with a maximum latency »f
2us to send a 6 word (216 bit) message between the most distant nodes
of a 1024 node mesh-connected machine. To achieve this level of per-
formance. the NDF design uses low-voltage (1V) output drivers [15].
A distributed token-passing arbiter is used to reduce arbitration time,
and a partitioned self-timed control circuit minimizes the control path
delays. Virtual channels are used to impl two completely separate
logical networks sharing a single set of physical wires.

We plan to integrate the NDF into the pad frame of a chip (hence the
name) reserving the center of the chip for the logic used to implement
the network node. To make this integration possible we have reduced
the size of the router by implementing separate dimension datapaths
and eliminating the large crossbar switch used on previous designa such
as the torus routing chip TRC {6).

The NDF builds on previous work done in the development of the TRC.
Both chips use low-dimensional k-ary n-cube topology to achieve low
latency communication (7}, and use the technique of virtual chagnels

! The research described in this paper was supported in part by the Defense Ad-
vanced Rescarch Projects Agency under coutra. -4 00014-80-C-0822 and NOOO14-
85-K0124. in part by an NSF Presidencial Young L Award, and in part by
» graat from General Electne.
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{5]. Cut-through or wormhole routing is used by both chips to make
latency the sum of message length and distance rather than the product
of these two components {14] [2]1]. The seif-timed design techniques
presented in this paper build upon the work of Seitz (19], Martin (18],
Molnar (17], Chu (3}, and Hollarar {12].

In Section 2 we present the system architecture of a network constructed
using NDFs. The organization of aa individuai NDF is described n
Section 3. Section 4 describes the logic design of critical components.
Performance figures for the NDF ace presented 1 Section 5.

2 Architecture

The NDF is a design frame [2) that facilitates the integration of new
node types into a message-passing system. The logic of the NDF is in-
tegrated into the pad-frame of a chip (Figure 1) leaving the center of the
chip for node-specific logic. The node interfaces with the network over
two unidirecti~nal 11-bit connections with unidirectional control signals.
The two priority levels are muitiplexed onto each connection. Any node
type that supports the network’s simple protocol can be integrated into
the NDF.
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Figure 1: The NDF is integrated into the pad-frame of a chip. The
center of the chip is left uncommitted to be used for the logic of different
types of processing nodes.

Figure 2 shows a heterog ge-passing system constructed us-
ing NDFs. The NDF provides communication setvices for symbolic pro-
cessors (8], arithmetic processors (10}, [/O devices. and memories. For a
aode, A, to send a message to another node, B. A feeds the message 1ato
its local NDF in 9-bit flits at 50MBz . Appended to each flit are a panity
bit and a tail bit for a total of 11bits. The first two flits are ipterpreted
as the absolute address (X,Y) of the destination. The temaining flits
are the message text. The last fiit of the message text has its tail bit
set. Node A's NDF converts the absolute address to an relative address

and selects the fiest chanpel of the route. Each flit of the message s
forwarded over this channel as soon as it is received. Subsequent NDF's
along the path from A to 8 update the relative address, select an out-
put channel, and forward received flits over the output channel unul a
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Figure 2: A b 5 ge-passing system constructed from

NDFs. The NDFs provide end-to-end communication services for the
different node types.

tail it is detected. The NDF's operate at 530MH3z with an input to out-
put delay of 20ns . Routing, arbitration, and buffering are performed
entirely within the NDFs. There is no interference with intermediate
nodes.

The NDF implements a bidirectional mesh topology. Our first NDFs
support 2-D meshes. The design is easily extended to higher dimen-
sicns. Using a mesh (a k-ary n-cube with the ends open - Figure 3A)
rather than a torus (a k-ary n-cube with the ends wrapped around -
Figure 3B) reduces the bisection width (allowing wider chaaneis) and
simplifies deadlock avoidance but incresses diameter and breaks sym-
metry. The mesh, because its channels are partially ordered, performa
deadlock free routing without the use of virtual channeis. A torus would
require two virtual chanaels for each physical chanael, doubliug the size
of the controller and the aumber of control lines required. The price of
this simplicity is increased diameter (kn in the mesh vs. kn/2 in the
torus) and a loss of symmetry that resuits in non-uniform loading of
channels. For large &, the loading of a center chaanel is £/4 times the
loading of an edge channel.

3A 3B

Figure 3: The NDF impiements a bidirectional mesh (A) rather than
a torus (B). This allows it to provide deadlock-free routing without the
use of virtual channeis.

Figure 4A shows the pinout of a connection between two NDFs. Four
virtual channels (two directions x two priority levels) are multiplexed
on eleven bidirectional lines. A token-passing protocol using the single
arbitration line, ARB, coutrols access to the data lines. At a given
instant one of the two NDF's, A, has the token (and hence control of the
data lines). D may request the token by driving ARB high. The token
is passed when A drives the line low (Figure 4B). A and B then reverse
roles. On reset, the south or west side of & connection is given the token.
As shown in Figure 4C, once & NDF has control of the connection, a flit is
transferred by driving an R/A line high. The channel is released after a
short hold time, viz. there is no acknowledge. When the receiving NDF
is ready to accept another flit over the channel, it pulls the corresponding

AR AL e AN AR ......u‘- P )

4 am TOKEN ¢ 3 a0 TIKEN
data (11) [__ \RB o
- -
< R/A PO B ren A un A reg 8 vx
-R AP 48
R/A PO >
R/A P —>
ARB :( 1as vaud £ ‘3aape reicaseq
= A {
4A aach reaty
4C

Figure 4: Pinout of a connection between the East (E) port of chip
A to the Weat (W) port of chip B. The connection muitiplexes four
virtusl chanaels over a single set of 11 bidirectional wires using 4 ¢~
quest/acknowledge lines (one per channel) and a single arbitration line.

R/A line low.

Collisions are resolved by blocking messages in the network. No mes-
sages are dropped. When a measage requires a channel that s aiready
in use, the head flit of the memsage is stopped. Following fiits continue
to advance until two flits are buffered on each node. When the chan-
nel becomes available, the message is advaaced starting with the head.
aad the message again spreads out so that each flit s on a different
node. A blocked message retains control of all channels between ts
head and tail, and may ia turn block other messages. However, because
the dependency graph of the routing function is acyclic. message blnck-
ing is guaranteed not to cause deadlock (5]. This protocol resuits iz a
througaput that approaches half the network capacity (7).

The NDF uses virtual channels [5] to provide two logically separate
networks (priority levels) on the same physical wires. Latency sensi-
tive messages (e.g., forwarding or combining) can be rua through one
network avoiding the majority of traffic traveling in the other network.
Also, system messages needed to relieve congestion can be transmit-
ted through a network congested with user messages. For example.
when the message queue of a node overflows causing packets to back
up into the network, system messages are required to transfer part of
the message queue to another node or to a secondary storage device
When two classes of communication service are required (e.g., fast,slow.
system/user, combining/noncombining), implementing two logical net-
works on one se¢ of physical channels is ao attractive alternativa o
building two separate networks as is being done in the RP3 [13].

Oua power-up, the NDF performs a self-test and calculates the abso-
lute address of each node in the network. During routing, these node
addresses are subtracted from absolute message addiesses o compute
relative message addresses.

3 Router Organization

The NDF contains separate routing logic for two priority levels. Fach
priority level of two di as shown o Figure 5. Each
dimension of the NDF receives inputs from either of two directions in
the dimensioa or from a Aigher dimension. The messages ire either
forwarded along the same direction in the given dimension or down to
a lower dimension.

Partitioning the datapath ato dimensions and prionity levels allows ail
routing to be performed by two-way switches. Previous routing chips (6}
have used full crossbar switchea. A 9 x 9 by 11-bit wide crossbar switch
would be required to implement the NDF. This switch would require
2 20 times the area of the 12 11-bit wide two-way switches used in the
NDF. The partitioned data path also results 10 a router that s =~ J
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Figure 5: NDF block diagram. An NDF consists of two priority levels
each of which is composed of two dimensions.

times faster because both the depth and the fanout of the data paths
are minimized.

Figure 6 shows a single dimension of the NDF. The basic building blocka
are the Routing Control Unit (RCU), Output Coatrol Unit (OCU), and
the Bus Arbitration Unit (BAU).

Figure 6: Dxmenﬁon block diagram. The RCU controls the routing
of messages. The OCU and BAU control the transfer of flits between
chips.

Each RCU makes a two-way routing decision based on a zero or sign
check of the first flit of a message. The RCU sets a switch and then
competes with other RCUs for accesa to the selected output channel.
When this arbitration is won, the RCU sends data to the selected OCU.
All of the flits of the message up to and including the tail flit are routed
across the switch. The RCU holds the channe] for the entire duration
of the message.

The OCU controls the internode communication and arbitrates between
the two priority levels for access to the physical channel. There is an
OCU for each of the four directions (+X, -X, +Y, -Y). The OCU in-
terfaces to an RCU on the neighboring node and performs the request
side of the protocol for transferring flits between chips. When the OCU
receives a flit, it makes a request to the BAU for access to the channel.
When the BAU acknowledges the request, the OCU competes with the
other priority level for the use of the lines. When this arbitration is
won, the OQCU drives the data onto the wires and raises the appropriate
R/A line to transfer the data. Arbitration is performed for each flit of a
message allowing the physical channel to be muitiplexed on a filt by flit
basis between four virtual channels (2 priority levels x 2 dimensions).

The BAU implements the token passing protocol that arbitrates between
the nodes for access to the channel. The BAU interfaces to the local
OCUs and (via the ARB line) to the BAU on the neighboring node.
The BAU receives requests from the QCUs for access to the channel.
If the BAU holds the token, an acknowledgment is given immediately.
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Otherwise the BAU requests the token from the neighboring BAL and
an acknowiedgment 1s given when the token 1s acquired

Recall that the routing data is contained in the first two flits of the
message. The first flit of the message provides the relative X address

(1n two's complement) of the destination node (number of hops n the
X dimension) and the second flit provides the relative Y addcess of the
destination node.

A message arriving from the +X input is examined by the +X RCU If
the destination address s zero. the address flit 1s stripped and the RCU
forwards the rest of the message to the next dimension (Y). Otherwise,
the address it is decremented and the rest of the message continues 1o
the +X direction. Likewise, a message arriving into the -X direction will
either continue in the -X direction or be forwarded into the Y dimension.

A message arriving from a Aigher dimension into dimension, D. is routed
to one of three possible output directions. A sign check is imtially
performed on the header flit. If it is negative, the message is forwarded
to the -D OCU. If it is positive, the message 13 sent to the +D RCU
which performs a zero check and torwards the message accordingly.

When a message is forwarded to a lower dimension, the header flit 1s
stripped. The new header flit contains the relative address of the des-
tination node in the lower dimension. This allows all dimensions to be
identical. The input register of the node logic accepts messages from
the lowest dimension and the output register of the node logic transmics
messages into the highest dimension.

4 Logic Design
Decrementer

The 9-bit incrementer/decrementer is the slowest element in the NDF's
data path. An early design of the NDF used a Galois counter (the
combinational equivalent of a linear-feedback shift register) (1] for the
decremnenter. Relative addresses were represented as polynomials over
GF(2) and the decrement was performed in a single exclusive-or delay
However, converting absolute addresses to relative polynomial addresses
proved prohibitively expensive and this approach was abandoned.

Figure 7 shows one bit of the NDF decrementer. A precharged Manch-
ester carry chain with carry lookahead across the low-order five bits is
used to achieve a worst-case delay of 6ns . A carry compietion signal
is generated by detecting the arrival of the carry at a bit where 1t wiil
not oe propagated further. This completion signal triggers the OCU
when the output of the decrementer is valid. A multiplexer selects be-
tween the original and decremented value. This multipiexer allows the
decrementer to be run in parallel with the RCU.

+5v

& J
;7 4/\;—\

+5v

enable
—d

carry done

Figure 7: NDF Dectementer. One bit of the decrementer is shown. A
Manchester carry chain with carry lookahead is used to achieve a delay
of 6ns .
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The token-passing protocol for allocating control of a chagnel is per- decrementer  fins

"
» formed by BAUs on neighboring nodes communicating over the ARB Zer;:) zd;:d 1 ;::
i -: line. Figure 8 shows the state diagram for the BAU. BAU A (South or ‘.; M
f ) West) starts in state 00 (with the token). and BAU B (North or East) SCI’J sn!
starts in state 01 (without the token). [f BAU A receives a request {rom d ns 9

R, RCU 4ns o j
| : P EaF
K~ Q 6 Conclusions 4

a t
: ® raaface \my Fr % We have designed the Network Design Frame (NDF), & self-tumed VLSI
) ‘ " multicomputer communications controller that provides end-to-end (data-
;‘\ "R Wt gram) communication in multi networks. The bandwidth of an y

3 NDF channel is 450Mbits/sec and the delay through an NDF s 20ns A
b o | i0 giving » maximum latency of 2us for sending a 8-word (216-bit) message
3 across the diameter of a 32-ary 2-cube (1024 nodes). All routing, flow- N,
N control, and arbitration are performed by the NDFs along the route.

S No memory bandwidth or CPU time on intermediate nodes is used for B
K routing. The NDF is integrated into the pad frame of a chip to facilitate .
O, interfacing new node types with a standard network.

L] »
o The NDF incorporates a number of design .aac atiors that improve i

- ' performance and reduce area compared to previous router des zrns & !
L TR 3 : )
1) Figure 8: Bus Arbitration Unit (BAU) state diagram.

Py ® A partitioned data path (Figure 5).
its local OCU (BUSRQ) for use of the channel, it u:knowleldgu immedi- * Bidirectional comm ion ch i

oy ately (since it has the token) and enters state 10 (channel in use). After o Low voltage swing output pads [15]. ]

\ the OCU transmits its flit, it lowers the request and BAU A returns 8 § output p (13} g

- to state 00. If BAU B receives a BUSRQ, it requests the token (TRQ) o Bidirectional request/acknowledge lines.
‘gl from A over the ARB line (state 11). When A is in state 00 (channel isteib .
oy uot in use), the token wiil be transferred causing A to enter state 01 * A distributed token-passing arbiter [16]. A

C (without token), and B to enter state L1 (with token, channel in use). ¢ Two logical networks multiplexed on one physical network.

Because the BAUs are self-timed, an arbiter must be used in state 00 to
lines TRQ, and BUSRQ. The logic diagram , _ ;

i select bev.weeg the request ines Q an Q. The logi & The logical design and layout of the NDF are complete and the chip has
! for the BAU is shown in Figure 9. . : »
N been submitted for fabrication. We expect to test prototype NDFs in K
> October 1987. .
'y _1_. o %
R An area for further investigation is the development of an efficient adap- Y

] tive routing algorithm for this class of networks. The NDF and the .

-Ausec. 7 N .. R -
vy x us = TRC both use deterministic or oblivious routing - viz. the route does v .
— / oot depend on network traffic. An adaptive routing algonthm would

- _’_{ give superior performance under conditions of heavy, non-uniform traf- -
w _x__ fic. Valiant has described an algorithm that randomizes traffic {22]. This : !
W approach, however, destroys any locality present in the communication A
.r‘ TORDNT pattern. The Connection Machine [11] and HEP {13] use desperation .
.-: . i o . L rosting to route messages around congestion. However this approach N

» Figure 9: Bus Arbitration Unit (BAU) logic diagram. has not been proved to be deadlock and livelock free. . :
i .
~ - . We intend to use the NDF in the construction of a message-passing con-

The wken'p.”'ms protacol reduc’, message latency, by eliminating the current computer {9]. {ts use, however, is not limited to muiticomputers.

. need to arbitrate between nodes in the frequent case that the ‘ocal X ks based NDF Fici )

" BAU has the token. The channel may multiplex flits from the two Networks based on the NDF are an efficient commuaication mechanism :
‘a priority levels of a single node without need of internode arbitration. for connecting subsytems in most digital systems. As today's board :
N Multiplexing flits from opposite directions, however, incurs the delay level subsystems are ‘m‘sl';""d 1nto ’m:levc]h)'p" ;_"",‘ commuaication X
o of transferring the token between nodes. This mechanism retains the :,"“'h based on controllers such as the ! dF l° er bigher bandwidth. N

) flexibility of muitiplexing flits from four sources over the channei !m.hout ‘;g:e;::n:‘c::;:y, gre ""o ; Z“:;;;T;yz‘r::‘“ "l:::ncp:'i;ed:;::mt: "
~ paying a performance pesaity on every fit. see such nctworks used to connect the processors, memory modules.

N and {/O devices of serial computers, and to connect the subsystems of
.. special purpose digital processors.

. 5 Performance
. Critical paths in the NDF have been simulated with SPICE. Using typ- -

'Y ical model parameters for a 2 process, the input to output delay for ’
' e a flit traveling in the same direction when the token is present on the

node is 20ns . The round-trip delay between the QCU and the input

; latch of the next node is 20us giving an operating frequency of 50MHz 9

15 and a bandwidth per channel of 450Mbits/sec . Delays of the individual !

D! NDF subsystems are tabulated below. N,
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